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1. Introduction

As the distances between elements in human language sequences increase, the mu-
tual information (MI) between them decays following a power law. This power-
law relationship has been variously attributed to human language syntax (Lin &
Tegmark, 2017), semantics (Alvarez-Lacalle, Dorow, Eckmann, & Moses, 2006),
and discourse structure (Altmann, Cristadoro, & Degli Esposti, 2012). However,
the vocalizations of numerous phylogenetically distant species including hump-
back whales and songbirds also demonstrate similar long-range statistical depen-
dencies (Sainburg, Theilman, Thielk, & Gentner, 2019). These observations sup-
port the hypothesis that the long-range statistical dependencies found in human
speech can occur independently of linguistic structure. To test this hypothesis,
we computed MI over several child speech corpora (aged 6 months – 12 years)
to determine whether long-range relationships are present in human vocalizations
prior to the production of syntactically-rich speech.

2. Methods

We computed MI over words and phonemes for 9 corpora of natural speech from
English speaking children included in the PhonBank and CHILDES repositories.
Although data collection protocols differed across corpora, all data included here
were transcripts of spontaneous speech from typically-developing children aged 6
months to 12 years. Transcripts were binned into five 6-month age groups and one
age group from 3–12 years. Each transcript was analyzed either as sequences of
words or as sequences of phonemes. Sequence distributions were treated indepen-
dently across speakers to account for individual variation in lexical acquisition.

For each corpus, we calculated sequential MI over the elements of the se-
quence dataset (i.e., words or phonemes), and fit the MI decay using the methods
outlined in Sainburg et al. (2019). The three models fit were (1) a power-law
model, (2) an exponential model, and (3) a composite of models (1) and (2).

MI = axb + c (1)



MI = aexb + c (2)

MI = aexb + cxd + f (3)

where x represents the inter-element distance between units (e.g. words or
phonemes). Context-free languages exhibit power-law decays in MI while Marko-
vian processes exhibit exponential decays (Lin & Tegmark, 2017). The composite
model has previously been shown to capture the sequential organization of human
speech (Sainburg et al., 2019) where the exponential decay captures organization
of speech elements within words and at short distance, and longer-range depen-
dencies are captured by the power-law decay.

3. Results

MI decay for phonemes and in all age groups is best fit by the composite model,
which includes a significant power law component. The same is true for words,
with the exception of the 6-12 month age group (Figure 1), where decay is best
fit by an exponential model. At 12 months, infants produce one-word utterances
(Doupe & Kuhl, 1999). After 12 months, we observed a power-law at long dis-
tances and an exponential decay at shorter distances, consistent with adult lan-
guage results. Our observation of the power law decay in infant speech contradicts
the notion that it is generated solely by either human language syntax, semantics,
or discourse structure.

Figure 1.. MI decay over phonemes (left) and words (right) during development. Top row:
Composite model fit; Middle row: Power law component fit; Bottom row: Exponential
component fit.

4. Conclusion

Developmental emergence of long-range statistical dependencies in human speech
precede the production of the linguistic structures hypothesized to generate them.
This suggests that the long-range statistical organization of human speech is in-
dependent of human language syntax, semantics, or discourse structure. Instead,
these dynamics may reflect a general property of biologically-generated sequences
(Dawkins, 1976).
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